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Abstract. We propose a new way to detect and correct silent errors in the conjugate gradient
algorithm. The detection criterion is simple, cheap to implement and can be used at each iteration.
This simplifies the correction process. Numerical experiments show that the new criterion is robust
and reliable.
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1. Introduction. Today’s supercomputers have more and more processing el-
ements. Therefore, it is more likely than before that there can be some hardware
failures during the execution of a user’s parallel code. Some failures may crash the
job but there are also what are called soft faults or silent errors.

A silent error may cause an application floating point value to be changed to a
different floating point value that is valid, but incorrect. This may have a strong
and negative effect on the output of the code. The main problem is that these errors
may emit no indication that something has gone wrong. The faults can be persistent
or transient. Major challenges with silent errors are their detection and correction.
These problems were considered and discussed in [14, 3, 2, 24, 5, 11, 22, 20, 6, 7, 8,
9, 10, 12, 15, 19, 1] (ordered by date).

The most basic technique for fault detection is to do redundant computations.
These very general techniques are called double modular redundancy (DMR) and triple
modular redundancy (TMR). However, doing redundant computations is very costly
and may be impracticable.

A more interesting class of methods is named algorithm-based fault tolerance
(ABFT). It exploits the knowledge we may have about the numerical method in
use. Early in the 1980s the paper [14] described an algorithm capable of detecting
and correcting a single silent error in a matrix-matrix multiplication using row and
column check-sums. The authors considered dense matrices. Check-sum techniques
for sparse matrix-vector product and for sparse triangular solves were considered in
[24] and applied to the conjugate gradient (CG) method for solving symmetric positive
definite linear systems Ax = b.

Other techniques for detecting silent errors in CG (see Algorithm 1) were

- monitoring the residual norms, from one iteration to the next or in the aver-
age, checking if the current residual norm is larger than the mean of the last
m residual norms,

- check of local orthogonality. For instance, check of (pr—1, Apk)/[||pk—1]| || Apk|]
which must be zero in exact arithmetic; see [23],

- comparison of the true and computed residual vectors.

Monitoring the residual norms may not be easy when there are large oscillations
of those norms and checking local orthogonality properties is not that obvious either.
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Moreover, checking (pr—1, Apk)/[||pk—1|| || Apk||] may work but it needs the computa-
tion of three additional dot products (because the normalization is necessary) which
are not useful for the algorithm independently of the error detection.

A criterion based on the gap between the computed and true residual norms was
proposed in [1] but the norm of the matrix A is needed. It was complemented by
another criterion using an approximation of the largest eigenvalue of A.

Many papers proposed to use checkpointing to be able to correct the detected
errors. For instance, verification can be done every d iterations and checkpointing
every ¢ X d iterations.

Self-stabilizing corrections after error detection in the CG method were investi-
gated in [22]. But the correction amounts to modifying the algorithm and this may
lead to a delayed convergence.

In this paper we are interested in the detection and correction of silent errors in
CG for solving linear systems Az = b. In Section 2 we examine the effect of silent
errors on CG convergence. We introduce a new way of detecting silent errors in CG
in Section 3. We use a relation that must be satisfied by the CG coefficients and we
discuss its validity in finite precision arithmetic. In Section 4 we show how to correct
the errors and resume the algorithm. Checking if an error has occurred need some
additional computations. We show in Section 5 how these extra operations can be
used to introduce some parallelism in the algorithm.

2. The effect of silent errors on CG convergence. The well-known CG
algorithm is described as Algorithm 1. In this work we simulate silent errors by bit
flips in the output of some CG steps. Since we use IEEE double precision floating
point arithmetic, the mantissa (or significand) has 52 bits that we number from 1 to
52, 1 being the rightmost bit, the exponent has 11 bits that is, bits 53 to 63 and the
sign bit is bit 64.

A bit flip is changing the value of one of the bit b;, i = 1,...,64. If b; = 0 the new
value is 1 and if b; = 1, the new value is 0. When we modify the output of a scalar
like, for instance, {7, we flip just one given bit of the output. When we modify the
output of a vector operation, we flip one bit in only one component of the vector.
This component is chosen randomly.

Algorithm 1 Conjugate Gradient
input A, b, zg
o = b— AI’O
Po=To
for k. =1,... until convergence do
a _ Tkalkal
k=1 7= pi_ APk—1
T = Th—1 + Ap—1Dk—1
Tk =Tk—1 — Qk—14pk—1

B _ rkTrk,
k= Th_1Tk—1

Pk =Tk + Bebr—1
end for

Intuitively we may think that flipping low order bits has less importance than,
say, flipping a bit in the exponent field. It is also likely that flipping a bit when CG
has almost converged is less dramatic than an early bit flip. Actually, these were the
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conclusions of the statistical study done in [1]. Let us check this when solving a linear
system with the matrix bcsstk01. This matrix is of order 48 with a condition number
of 8.8234 10°. However, almost 220 CG iterations are needed to reach the maximum
attainable accuracy for the true residual norm ||b — Az||. We use a zero initial vector
an a random right-hand side with components in [0, 1).

Figure 2.1 shows the relative true residual norms when flipping bits 7, 35 or 61 in
the output of (4, r%) = r%rk at iteration 50. We can see that flipping the low order bit
7 does not do too much harm to CG convergence. Flipping bit 35 delays convergence.
It takes almost 500 iterations to reach the maximum attainable accuracy. CG does
not converge any longer when flipping bit 61 which is in the exponent field.

100 )
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FI1G. 2.1. besstk01, relative true residual norms when flipping bits 7, 85 or 61 in (rg,rr) at
iteration 50

Figure 2.2 shows the residual norms when flipping the same bits later at iteration
110. Flipping bit 35 delays convergence and CG residual norms stall when flipping
bit 61.

Flipping bit 35 later at iteration 140 does not prevent CG convergence but there
is still no convergence when flipping bit 61 as one can see in Figure 2.3.

For Figure 2.4 we successively flip bits 10, 20, 30, 40, 50 and 60 at iteration 110.
Flipping bits 10 and 20 once does not change CG convergence. Perturbation of bits
larger than or equal to 30 delays or completely spoils convergence. For bits 30, 40
and 50 there is finally convergence but with a larger and larger delay. With the flip
of bit 60 there is no convergence in 1000 iterations.

Figure 2.5 shows the residual norms when we flip bit 60 in different CG steps at
iteration 110. For vectors we flip the bit in only one component chosen randomly. In
this computation without preconditioning the vector labelled z is equal to the vector
r, but it was not the same component that was modified and it explains why the
results are not the same. We observe that in most cases there is no convergence.
In fact, when flipping bit 60 in the output of the matrix-vector product, there is not
even convergence in 1000 iterations. When flipping bits which are not in the exponent
field, the algorithm may converge, but sometimes with a large number of iterations.

The results above confirm what was already observed in [1] where an interesting
statistical study of bit flips in the multiplication Apy_1 was done. Since silent errors
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Fic. 2.2. besstk01, relative true residual norms when flipping bits 7, 85 or 61 in (rg,ry) at
iteration 110
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Fi1G. 2.3. besstk01, relative true residual norms when flipping bits 7, 35 or 61 in (rg, 7)) at
iteration 140

can have very bad consequences for CG convergence, particularly when the leftmost
bits are concerned, it is important to be able to detect these errors. We explain how
this can be done in the next section.

3. Detection of silent errors in CG. Let us consider a formula that was
derived in [21] and used in [16] in 1987 for the sake of introducing more parallelism
in CG with a predictor-corrector technique. This formula was reconsidered and its
usefulness discussed more recently in [4]. In CG the residual vectors satisfy the relation

T —Tp—1 = —0p_1Apr_1.
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FIG. 2.4. besstk01, relative true residual norms when flipping bits 10 to 60 in (ry,ry) at iteration
110
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Fia. 2.5. besstk01, relative true residual norms when flipping bit 60 in different CG steps at
iteration 110

Computing the norm squared of the left-hand side and using the local orthogonality
of the residual vectors (g, 7x—1) = 0, we obtain

(3.1) a1 (Ape—1, Apr—1) = (re—1,m6-1) + (i, i) = (el + el

which leads to the following relation between the CG coeflicients a1 and S,

o (Apr—1, Apr—1)

AL =1 ~|—,8k.
U (et 1)

We claim that if there are one or several silent errors in iteration k, relation (3.1)
won’t be satisfied. The only CG step that cannot be checked by this relation is the
computation of xj because a fault in this step does not have any influence on the
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next steps of the algorithm. Faults in x; can be tested by computing the norm of the
true residual b — Ax;, at the end of the computation. However, in that case, the only
choice we have is to run the whole algorithm again.

Let us first see how relation (3.1) is satisfied when there is no fault. We define

1
_ | Ape—a ]| = (lre—al® + lIrl1?) =]

i, 2 2y1
(re—rl[? + [lrxl[)

)

that is, the absolute value of the difference of the square roots of the left-hand side
and the right-hand side of (3.1) divided by the square root of the right-hand side. We
use this to avoid too small values in the denominator. In Figure 3.1 we plot dj, for
the matrix bcsstk01 when there are no silent errors. It is increasing with the iteration
number but stabilized at most at the level of 10713,
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Fic. 3.1. besstk01, relative difference dy when there is no error

This is not the machine precision level. Hence, we may ask: How is relation (3.1)
satisfied in finite precision arithmetic and what happens to d; in that case?

The purpose of the following rounding error analysis is to understand why this
relation is not satisfied up to machine precision. For the analysis we use the standard
model for the IEEE floating point arithmetic; see, for instance, [13] and [17]. We
note that a rounding error analysis of a formula mathematically equivalent to (3.1)
was done in [4]. From [17], the recurrence relations for the residual and the descent
direction become

Th = Tk—1 — h_1Apr_1 + 0} _1,
(3.2) Pk =Tk + BrPr—1 + 04,

where now 7 and p; are the computed vectors. Of course, in finite precision arith-
metic, the coefficients a1 and §j are not computed exactly, but the corresponding
rounding errors can be incorporated in the perturbation terms 6} _; and 4} . Then,
we can assume that the coefficients are computed exactly (see [17]) and the error
terms can be bounded as

71l

16511l < ullrp—1ll |1+ &(A)
”pk‘—lH

{m+2+ (m+n)&(A) +n+1}| + O(u?),
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llpx—1l
105l < wllrell {14 (3 + 2n) o= 1\\2”T Wl + 02,

with R(A4) = |[|4|||/A1, A1 being the smallest eigenvalue of A, n is the order of A, m
is the maximum number of nonzero entries in rows of A and w is the roundoff unit.
These inequalities can be written as

1654 | < wllrr—ll (1 + C3_y) + O(u?),
1671 || < wllrell (1 + CF_y) + Ou?).

The positive coefficients Cj,_; and C}_; are bounded because the ratios ||rg—1|/||pr—1],
[px—1ll/lIrx—1ll and [[rg[|/|[rr—1] are bounded.

For relation (3.1), without assuming exact local orthogonality and taking into
account the rounding errors, we have the following result.

THEOREM 3.1.
In finite precision arithmetic it holds

a1 Ape—1l® = llre—11® + I ll® + 1167, P
+ 2[(re—1 — 7k, 05 —1) — (Pr—1,7)];

Proof. This relation is obtained by using (3.2) O

Then, we have

N‘H

a1 Apr—1ll < (lrr—vl*+ 722 + (1051 17 + 2[(rr—1 = 72, 6 1) = (ri—1,70)] )2

We have to conader the terms in the second part of the right-hand side divided by
(I7k—1]1> + l[7£]2)2. Let us see what can be the largest term in the right-hand side.
The first term within the parentheses is positive and can be bounded as

167, || 2 72
2 2 DU 2 2
k-1l + {7l [re—1l1? + |7l
1
< ’U,2721(1 + 0571)2 + O(U4)

= lre—all
2

(1+CP_)*+0uh),

(i

When CG converges fast the denominator in the second line is large and, in any case,
the right-hand side is small. For the next term, we have

2|(rk—1 =, 5 0) | _ 2 (ol + el 01 |
lra—al?+ Nl = llre—al® + [lrel?
2195 2105l

(33) = — 2 r 3 .
Il Il quH + Il

||Tk-
=l + gy s

To simplify the notation, we can write 2||6;,_;|| < uC||rx—1| where C' is bounded.
The first term of the right-hand side of (3.3) is bounded by
uC||rp—1]| _ uC
lre_1]l + H\mll2 1+ Arel?

[ lre—1l?
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When CG converges fast, this term is close to u C. The second term is bounded by
uwClre—al| uC

lre—1l? + ||rg lre—all + [l

(e Il [ER

If one term of the denominator is large, the other is small and vice-versa. Hence, this
term of the left-hand side of (3.3) is proportional to u. Note that this is a very loose
bound since, when CG converges, the vector r,_; — rp becomes small, meaning that
the term (ry_1 — ry;d5_,) is also small.

The term that can be a problem for us is

2|(rr—1,71)|
lrk—ll? + [lrel’

because, even though |(ry_1,7%)| is small (as it can be seen in the Appendix), the
denominator ||7;_1]|? + ||7&]|?> can be small too. However, if we want to use (r_1,7%)
in our detection criterion, an additional dot product has to be computed. This is too
expensive since we already have to compute (Apg_1, Apr—1). Therefore, we will use
the relative difference without the term proportional to (r4—1,7%) and we will have to
deal with the fact that relation (3.1) is not satisfied up to machine precision.

The reader may wonder why we use the relative difference and not the absolute
one. The main reason is that the absolute difference can sometimes be large and more
problem dependent than the relative difference.

Let us now consider what happens to the relative difference di when there are
bit flips during the computation. We first flip bits 7, 35 or 61 of the result of the
computation of (74, ) at iteration 110 for besstk01 as we did above. From Figure 3.2
we clearly see that when flipping bits 35 or 61, something bad happened at iteration
110. Flipping bit 7 is almost innocuous since the relative difference is almost the same
as what we had in Figure 3.1. The largest value of dj, is obtained when we flip bit 61
which is in the exponent field.

no flip
-——-7
—e—35
10° | —v—s1

105

10710 1

| 1
| [ s
L3 gpind ~ )

1078 el |

I I I I I
0 50 100 150 200 250

F1G. 3.2. besstk01, relative difference dy, when flipping bits 7, 85 or 61 in (rg,r) at iteration 110

Figure 3.3 shows the result of flipping bits in a random component of Apy_; at
iteration 110. The effects of flipping bits are more or less the same as for (r, ry) even
though the level of dj when flipping bit 35 is smaller.
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Fic. 3.3. besstk01, relative difference dy, when flipping bits 7, 35 or 61 in one component of
Apg_1 at iteration 110

Figure 3.4 displays dy when flipping different bits in the output of (rg,r;) at
iteration 110. The larger is the bit number, the larger is the value of di. Remember
that 1 is the rightmost bit. Flipping a bit in the exponent field gives the largest value
of dk.
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Fic. 3.4. besstk01, relative difference dy, when flipping bits in (g, ry) at iteration 110

Let ¢4 be a given threshold. We say that there was a fault in the computation
if d, > 4. Note that there can also be a fault when computing di. However, the
computation of dj, which only involves a few scalars, can be done redundantly to be
sure that the result is correct.

Most of the time, CG is used with a preconditioner M which is a symmetric
positive definite matrix. With preconditioning and defining zx by Mz, = 7, the
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relation (3.1) becomes
(3.4) ai—l(Apk—la MilApk—l) = (T, 26) + (Th=1, Zk—1),

in exact arithmetic and we define d;, as

[N

a1 (Apey, M7 Apy1)® — [(re—1, 2-1) + (ks 21)]

" [(rh—1, 2k—1) + (1 21)]2

)

It may seem that we have to do two linear solves with the matrix M at each iteration,
but we will show how to avoid that in Section 5.

Of course, the main problem is to choose the threshold 4. The relative residual
norms corresponding to the bit flips for Figure 3.4 are displayed in Figure 2.4. We can
allow having the curves corresponding to bits 10 and 20, or even 30. In most of our
numerical experiments we chose €4 = 10712, However, this value of €4 is a little too
small for besstk01. It could give what are called false positives that is, errors which
do not exist. Correcting this type of errors is useless and costly.

To check if our error detection works correctly we use a protocol similar to what
was done in [1]. The stopping criterion for CG is ||r||/||b]| < e. and the initial vector
is the zero vector. We use besstk01 and a subset of the matrices! used in [1]. The
characteristics of the matrices are given in Table 3.1.

TABLE 3.1
Characteristics of the test matrices

Name order condition number

besstk01 48 8.8234 10°
bodyy5 18,589 7.873336 103
bundlel 10,581 1.004238 103
crystm02 13,965 2.504738 102
crystm03 24,696 2.640325 102
dubcoval 16,129 9.971199 102

fol 9,604 8.806042
fus 9,801 2.026840 103

gnlbrngl 40,000 1.832266 102
kuu 7,102 1.575800 10*

wathen100 30,401 5.816014 103

The exact solution z., for each run is a random vector with components in [—1, 1]
and the right-hand side is b = Ax.;. We do 1000 runs for each matrix and pre-
conditioner which are a diagonal preconditioner (diag) or an incomplete Cholesky
factorization without fill-in (IC).

In case we do not flip a bit we check if an alarm was raised. Otherwise, we first do
a run without flip to obtain the number m of iterations needed to satisfy the stopping
criterion. Then, we do a run flipping a bit chosen randomly at iteration |m/2|. If
the bit flip is not detected but if the stopping criterion is nevertheless satisfied within
m + |m/2] iterations, we consider that CG has converged.

The acronyms used in Tables 3.2 and 3.4 for the same categories as in [1] are
defined below:

- nc: Number of the 1000 cases with a bitflip.

IThey can be obtained at https://sparse.tamu.edu
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- true positive (tp): A bitflip occurred, it prevented convergence, and an alert
was raised.

- special positive (sp): A bitflip occurred, it did not prevent convergence, and
an alert was raised.

- false positive (fp): No bitflip occurred and an alert was raised.

- true negative (tn): No bitflip occurred, and there was no alert.

- false negative (fn): A bitflip occurred, it prevented convergence, but there
was no alert.

- special negative (sn): A bitflip occurred, it did not prevent convergence, and
there was no alert.

- max it.: Maximum number of iterations to satisfy the convergence criterion
for special negative cases.

- max bit: Maximum bit number perturbed for special negative cases.

What we would like to achieve is not to have false positives or false negatives.

For the results of Table 3.2, we do bit flips in the output of Apy_;. We see that for
besstk01 without preconditioning there are a few false positives because ¢4 was a little
too small. This does not happen for the other matrices. What is important is that
there was no false negative. When a bit flip occurred and no alert was raised, there
was convergence within the 50% additional number of iterations that were allowed.
In these cases the last column shows what was the maximum number of the bits that
were flipped. It is generally between 30 and 40.

The matrix bcsstk01 has the largest condition number in the set of matrices in
Table 3.1 and we may wonder if the value g4 is well suited for matrices having a
larger condition number, since the upper bound (6.1) in the Appendix is depending
on k(A). To check this, let us consider the matrix nos7 of order 729. Its condition
number is 2.3745 10°. We do bit flips in the output of Ap,_; using the same protocol
as before, but with different values of €4. The results are shown in Table 3.3. We
see that, with ¢4 = 10712, we have many false positives, even with a diagonal or an
incomplete Cholesky preconditioner. However, these preconditioners do not reduce
too much the condition numbers which are respectively 1.2934 108 and 9.0066 10° for
“diag” and “IC”. We have to increase ¢4 at least up to 1078 to get rid of most of the
false positives. Therefore, a “good” value of €4 is somehow dependent on the condition
number of the matrix, but so far, we do not have an efficient way to automatically
choose g4, even though the condition number can be estimated during CG iterations,
see [18]. Note also that, taking a too small value of e4 and having false positives, is
dangerous when using a recovery procedure because, if this is done without caution,
it may lead to an infinite looping of the algorithm.

For Table 3.4, we do bit flips in the output of (rg,z;). The results are similar
to those of Table 3.2 except for the number of true positives and for the maximum
bit numbers which are generally around 15. This means that there were more cases
without convergence. These results show that our detection method is working satis-
factorily if a proper value of £4 is chosen.

4. Correction of the silent errors. Having a way to test if there was a silent
fault at iteration k, we can implement a recovery procedure.

Let us assume that we have at hand the values of the CG vectors and scalars at the
beginning of iterations k£ and k — 1. If we detect a fault, we go back to the beginning
of iteration £ — 1. This is necessary because the fault could have happened in the
computation of p_1 at iteration kK — 1. We know that the data used for the recovery
is correct because, otherwise an error would have been detected (and corrected) in
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TABLE 3.2
Bit flip in App_1, eqg = 10712, e, = 10710

matrix prec. nc tp sp fp tn fn sn max it. max bit
besstk01 no 909 0 680 10 81 0 229 150 39
diag 898 382 276 0 102 0 240 49 24
1C 886 0 593 0 114 0 293 18 24
bodyy5 no 895 9 437 0 105 0 449 724 40
diag 909 29 470 0 91 0 410 444 36
IC 875 32 385 0 125 0 458 54 43
bundlel no 898 53 422 0 102 0 423 232 38
diag 899 91 402 0 101 0 406 58 34
1C 922 0 489 0 78 0 433 25 37
crystm02 no 915 42 478 0 85 0 39 138 32
diag 906 49 417 0 94 0 440 56 33
1C 898 0 314 0 102 0 584 3 43
crystm03 no 923 42 459 0 T 0 422 144 33
diag 898 55 453 0 102 0 390 56 32
1C 898 55 453 0 102 0 390 3 44
dubcoval no 913 49 454 0 87 0 410 164 35
diag 901 61 454 0 99 0 386 172 33
1C 907 27 474 0 93 0 406 89 34
ful no 907 27 474 0 93 0 406 31 34
diag 912 0 455 0 88 0 457 31 34
1C 891 0 465 0 109 0 426 10 33
fus no 879 106 422 0 121 0 351 220 30
diag 885 108 418 0 115 0 359 220 29
1C 895 26 508 0 105 0 361 68 36
Jnlbrng1 no 903 29 488 0 97 0 386 133 35
diag 902 35 469 0 98 0 398 125 32
IC 902 25 455 0 98 0 422 27 35
kuu no 904 34 505 0 96 0 365 697 32
diag 899 82 449 0 101 0 368 593 30
1C 901 28 502 0 99 0 371 s 30
wathen100 no 881 27 454 0 119 0 400 319 34
diag 901 26 466 0 99 0 409 48 36
1C 921 0 456 0 79 0 465 13 38

iteration k — 1. The recovery procedure is implemented in Algorithm 2 when using a
preconditioner M. For simplicity we assume that there is no error in the initialization
phase and that the data (A,b) was correct. In Algorithm 2, at each iteration we
have to compute M ~'r, and M~ 'Ap,_1. These two solves are independent but if
M = LLT and if we are able to work with the matrix A = L=TAL~! we could avoid
one of these two solves. The product w = flpk,l is then obtained as

Ly=pr, LTw= Ay
We will see another way to avoid one of the two solves with the matrix M in Section 5.

Figure 4.1 shows the norms of the true residuals when flipping bit 60 of the output
of (rg,zx) at iteration 110 but with the recovery procedure for besstk01. There is a
delay when using the recovery procedure because we did not update the iteration
number after the recovery.
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TABLE 3.3
Bit flip in App_1, nos7, ec = 10710
eq prec. nc tp sp fp tn fn sn max it. max bit
10~12 no 897 70 827 103 0 0 0 - -
diag 901 40 844 97 2 0 17 50 33
1C 889 40 843 110 1 0 6 17 24
1071  no 901 67 751 84 15 0 83 1524 41
diag 895 35 766 78 27 0 94 90 37
1C 907 30 806 84 9 0 71 28 41
10—8 no 912 77 354 6 82 0 481 2086 62
diag 913 29 296 0 87 0 588 91 61
1C 901 38 251 0 99 0 612 28 62
10-6 no 900 76 225 0 100 0 599 2139 63
diag 897 34 202 0 103 0 661 93 64
1C 886 25 138 0 114 0 723 29 64

13

Algorithm 2 Preconditioned Conjugate Gradient with silent fault check and recovery

input A, b, M zg, €4
rg =b— Axg, r°° =19
Solve Mzy = 1
po = 20, P°° = po, 2% = 2o
rtr = rd zg, 7tr°° = rtr, 1°° = 1

for kK =1,... until convergence do

T =Tk-1, 2° = 2K—1, P° = Pg—1, Ttr° =71lr, ° = T)p 1

Ap—1 =

rir

P{,lApk—l

Tl = T—1 + Qg—1Pk—1
Tk =Thp—1 — Qp_1App_1
di = ag_1 [Apr—1)TM 1 Apj_1

Solve M z,

:’rk

rtrk = r,{zk

Bk _ rtrk

rir

dy = (rtr + rtrk)=

rtr = rtrk

Pr = 2k + BrPr—1
dy, = |d1 —da|

d
if &> 2 and dj > £, then

k=k—
pr =D
else

00 __ (] 00 __
p=p,r=r

end if
end for

2

, T =T

oo

o

y %k

— ZOO
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Bit flip in (ry, 2x), €g = 10712, g = 10710

G. MEURANT

TABLE 3.4

matrix prec. nc tp sp fp tn fn sn max it. max bit
besstk01 no 885 175 610 16 99 0 100 150 20
diag 895 384 353 O 106 0 158 49 15
IC 897 0 706 0 103 0 191 18 16
bodyy5 no 891 153 516 0 109 0 222 724 15
diag 905 172 532 0 95 0 201 445 16
I1C 907 171 506 O 93 0 230 54 16
bundlel no 906 327 414 0 94 0 165 233 15
diag 889 142 538 O 111 0 209 58 15
1C 889 142 538 0 111 0 209 25 14
crystm02 no 903 176 505 O 97 0 222 138 16
diag 907 178 534 0 93 0 195 56 14
1C 907 0 727 0 93 0 180 3 13
crystm03 no 897 175 516 0 103 0 206 144 16
diag 906 165 533 0 94 0 208 56 15
1C 901 0 726 0 99 0 175 3 14
dubcoval no 904 322 361 0 96 0 221 164 16
diag 891 328 354 O 109 0 209 172 16
1C 901 213 466 0 99 0 222 89 16
ful no 889 149 544 0 111 0 196 32 14
diag 894 161 551 0 106 0 182 31 14
1C 913 0 739 0 87 0 174 10 13
fus no 911 326 379 0 89 0 206 220 16
diag 902 266 389 O 98 0 247 221 16
1C 897 209 487 0 103 0 201 68 16
jnlbrng1 no 903 143 541 0 97 0 219 133 16
diag 899 162 512 0 101 0 225 125 16
IC 901 177 530 O 99 0 194 27 14
kuu no 890 264 412 0 110 0 214 694 16
diag 919 213 490 O 81 0 216 593 16
1C 897 275 398 0 103 0 224 77 16
wathen100 no 898 298 388 0 102 0 212 319 16
diag 896 166 526 0 104 0 204 48 15
IC 916 0 732 0 84 0 184 13 14
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with recovery



16 G. MEURANT

5. A parallel variant of CG with silent error detection and correction.
When looking at Algorithm 2, it seems, as we said above, that we have to solve two
linear systems with the matrix M at each iteration. Even though the two solves can be
done in parallel, this can also be avoided by using the predictor-corrector CG variant
introduced in [16]. Formula (3.4) is used to predict the value of 7{ z) which is used
to compute [ and pg. The value of r{zk is recomputed at the end of the iteration
to prevent instability. This method is described in Algorithm 3. It is mathematically
equivalent to standard CG, but not in finite precision arithmetic, see [16, 4].

We check the equality (3.4) using the corrected value of r,{zk. Since the stability
of the method is a little different than for standard CG and because we are using (3.4)
for two different purposes, we had to slightly modify the criterion for the detection of
silent errors, adding a test on the numerator. We did so because the relative difference
can sometimes become large without a bit flip.

Algorithm 3 Parallel preconditioned Conjugate Gradient with silent fault check and
recovery
input A, b, zq, &4
ro =b— Axg, r°° =19
Po = To, p°° = po
Solve Mzy = rg
ritr = rgzo, rtre® = rtr, x°° = xg
for £ =1,... until convergence do
r°=r_1,2°=2zk—1, p° = pg_1, rtr° =rtr, x° = x_1
Solve Mv = Apj_1
vAp = vT Ap_1, pAp = p}_ Apr—1

__ rtr
Ak-1 = pAp

di = a1 VvAp
s = d3 — rtr % prediction
Br = 4=
Tk = Th—1 + Ok—1Pk—1
TR =Tk—1 — Qp_1Apr_1
2k = Zk—1 — g1V
Pe = (Zr—1 — Qx—10) + Brpr—1
rtrk = r} 2, % correction
dy = (rtr + rtrk)=
rtr :‘rtrk |
di—d
.dk — 1d2 2
if k> 2 and di > ¢4 and |d; — da| > g4 then
k=k—2
PE=p°, Tk =T
else
pOO — pO T‘OO =7
end if
end for

0 2k = 2°°, x = x°°, rtr = rtro°

00290 = 2°, x°° = z°, rtr°° = rir°

Table 5.1 shows the same quantities as in Table 3.2 when we flip a bit in the output
of Apy_1. However, three of the test matrices are badly scaled and, with Algorithm 3,
it was not possible to use the same value of €4 as for the other matrices. This problem
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was solved by scaling these three matrices by the maximum of the absolute values of
their entries. In these computations we used e4 = 10719 for all matrices.

What is different from the previous tables is the maximum bit number. There
are cases where a bit flip in the exponent field does not prevent convergence. This is
due to the slight change in the detection criterion. However, for most special negative
cases the maximum bit number was smaller than 40. We observe that there were no
false positives and false negatives.

TABLE 5.1
Bit flip in App_1, eq = 10710, g, = 10710 Algorithm 3

matrix prec. nc tp sp fp tn fn sn max it. max bit
besstk01 no 892 4 561 0 108 0 327 180 62
diag 908 345 210 O 92 0 353 50 38
1C 900 0 550 0 100 0 350 18 38
bodyy5 no 897 1 408 0 103 0 488 728 63
diag 891 20 332 0 109 0 539 449 63
1C 892 15 300 O 108 0 577 54 63
bundlel no 897 20 124 0 103 O 753 255 64
scaled diag 901 13 202 O 99 0 686 58 63
1C 901 0 147 0 99 0 754 25 64
crystm02 no 906 15 208 O 94 0 683 139 63
scaled diag 900 16 235 0 100 0 649 59 63
1C 913 0 231 0 87 0 682 3 63
crystm03 no 906 14 205 O 94 0 687 144 63
scaled diag 900 18 199 0 100 0 683 56 63
1C 920 0 213 0 80 0 707 3 64
dubcoval no 900 59 227 0 100 0 614 164 63
diag 914 64 200 O 86 0 650 172 64
1C 900 16 235 0 100 0 649 89 63
ful no 896 0 285 0 104 0 611 31 63
diag 881 0 275 0 119 0 606 31 63
1C 891 0 236 0 109 0 655 10 63
fus no 914 41 255 0 86 0 618 221 63
diag 899 38 219 0 101 0 642 221 63
1C 903 10 245 0 97 0 648 68 63
jnlbrng1 no 891 7 244 0 109 0 640 133 63
diag 906 8 216 0 94 0 682 125 63
1C 895 0 246 0 105 0 649 27 63
kuu no 911 19 276 0 89 0 616 696 63
diag 884 13 259 0 116 0 612 598 63
1C 914 14 266 0 86 0 634 78 63
wathen00 no 900 21 274 0 100 0 605 319 63
diag 900 3 272 0 100 0 625 48 63
1C 910 0 300 O 90 0 610 13 63

Figure 5.1 shows the true residual norms when flipping bit 60 of the output
of (rg, z) at iteration 50 but with the recovery procedure for the matrix kuu with
an incomplete Cholesky preconditioner. As above, there is a delay when using the
recovery procedure because we did not update the iteration number after the recovery.

6. Conclusion. In this paper, we have proposed a new way to detect and correct
silent errors in the conjugate gradient algorithm. The detection criterion is simple
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FiG. 5.1. kuu, incomplete Cholesky preconditioner, relative true residual norms when flipping
bit 60 in (g, z) at iteration 50 with recovery

and cheap to implement. When using a preconditioner it is nevertheless preferable
to use the predictor-corrector variant of CG. Numerical experiments show that the
new criterion is robust and reliable. One of the advantages of our method, besides its
simplicity, is that the check for errors can be done at every iteration, minimizing the
extra computations that have to be done for the recovery.

Appendix: CG local orthogonality. Using (3.2) it can be shown that

=l Irx—all llrs—al®
|(re, Tr—1)| < K(A) m C/?—Wm W +lIre—1ll ||5£_2|| Jr||512—1|| -1,
(6.1)

where (A) is the condition umber of A and C}! | is a constant involved in the bound
[(Apg—2,pr—1)| < )\nC,{f_lu where ), is the largest eigenvalue of A.

The three terms in the right-hand side of inequality (6.1) are small provided that
the ratios are bounded and x(A) is not too large. Local orthogonality is, in general,
well satisfied.

Acknowledgments. The author thanks Erin Carson for interesting comments and sugges-
tions.
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