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#### Abstract

In this paper we give necessary and sufficient conditions for the complete or partial stagnation of the GMRES iterative method for solving real linear systems. Our results rely on a paper by Arioli, Pták and Strakoš [2], characterizing the matrices having a prescribed convergence curve for the residual norms. We show that we have complete stagnation if and only if the matrix $A$ is orthonormally similar to an upper or lower Hessenberg matrix having a particular first row or column or a particular last row or column. Partial stagnation is characterized by a particular pattern of the matrix $Q$ in the QR factorization of the upper Hessenberg matrix generated by the Arnoldi process.


1. Introduction. The Generalized Minimum RESidual iterative method (GMRES) was introduced by Saad and Schultz [9] to solve linear systems $A x=b$, where $A$ is a nonsingular real matrix of order $n$. It is a Krylov method based on the Arnoldi orthogonalization process using an orthogonal basis of a Krylov space. The initial residual is denoted as $r^{0}=b-A x^{0}$ where $x^{0}$ is the starting vector. The Krylov subspace of order $k$ based on $A$ and $r^{0}$ denoted as $\mathcal{K}_{k}\left(r^{0}, A\right)$ is $\operatorname{span}\left\{r^{0}, A r^{0}, \ldots, A^{k-1} r^{0}\right\}$. The approximate solution $x^{k}$ at iteration $k$ is sought as $x^{k} \in x^{0}+\mathcal{K}_{k}\left(r^{0}, A\right)$, such that the norm of the residual vector $r^{k}=b-A x^{k}$ is minimized.

In this paper we study the problem of stagnation of the GMRES algorithm for real matrices and right-hand sides. Partial stagnation is defined for a given matrix $A$ and right-hand side $b$ as having $\left\|r^{k}\right\|<\left\|r^{k-1}\right\|, k=1, \ldots, m,\left\|r^{k}\right\|=\left\|r^{k-1}\right\|, k=$ $m+1, \ldots, m+p-1$, and $\left\|r^{k}\right\|<\left\|r^{k-1}\right\|, k=m+p, \ldots, n$. Hence the norms of the residual stay the same for $p$ iterations starting from $k=m$. Complete stagnation corresponds to $m=0$ and $p=n$. Thus $\left\|r^{k}\right\|=\left\|r^{0}\right\|, k=1, \ldots, n-1$, and $\left\|r^{n}\right\|=0$. Since $\left\|r^{n-1}\right\| \neq 0$ implies that the degree of the minimal polynomial of $A$ is equal to $n$, we assume that the matrix $A$ is nonderogatory. Without loss of generality we will use $x^{0}=0$; therefore $r^{0}=b$ and we will assume that $\|b\|=1$.

Complete stagnation of GMRES has been studied by Zavorin, O'Leary and Elman in [13] and Zavorin in [12]; see also Simoncini and Szyld [11] and Simoncini [10] who studied conditions for non-stagnation, Liesen and Tichý [8] for the study of worstcase GMRES for normal matrices and Arioli [1]. Up to our knowledge a theoretical study of partial stagnation does not exist in the literature. Note that the definition of partial stagnation in [13] is different from ours. Their definition corresponds to $m=0$; that is, stagnation at the beginning of GMRES iterations. We will study the stagnation phenomenon using results established for the convergence curve of the residual norms. In [6] Greenbaum and Strakoš proved that any convergence curve for the residual norm that can be generated with GMRES can be obtained with a matrix having prescribed eigenvalues. Greenbaum, Pták and Strakoš [7] showed later that any nonincreasing sequence of residual norms can be given by GMRES. To complement these results, Arioli, Pták and Strakoš [2] gave a complete parametrization of all pairs $\{A, b\}$ generating a prescribed residual norm convergence curve.

Of course, having complete or partial stagnation is a very special case of prescribed residual norm convergence curve. We will build upon Arioli, Pták and Strakoš parametrization to obtain necessary and sufficient conditions for complete or partial stagnation. In the course of our study we will see that the orthogonal matrix $Q$ in the
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QR factorization of the upper Hessenberg matrix $H$ generated by the Arnoldi process has a very special structure in case of stagnation.

The contents of the paper are as follows. Section 2 recall the results from Arioli, Pták and Strakoš that we need for our purposes. Section 3 proves general results that are useful for studying stagnation. In section 4 we prove an essential result for the orthogonal factor of a QR factorization of the Hessenberg matrix generated by the Arnoldi process. This result is useful to study complete and partial stagnation. In section 5 we characterize the matrices and right-hand sides leading to complete stagnation. In section 6 we study partial stagnation. Finally we give some conclusions.

Throughout the paper $e^{j}$ will denote the $j$ th column of the identity matrix of appropriate order.
2. The Arioli, Pták and Strakoš parametrization. We recall the following results that were proved in [2] (Theorem 2.1 and Corollary 2.4).

THEOREM 2.1. Assume we are given $n$ positive numbers

$$
f(0) \geq f(1) \geq \cdots \geq f(n-1)>0
$$

and $n$ complex numbers $\lambda_{1}, \ldots, \lambda_{n}$ all different from 0 . Let $A$ be a matrix of order $n$ and $b$ an n-dimensional vector. The following assertions are equivalent:

1- The spectrum of $A$ is $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ and GMRES applied to $A$ and $b$ yields residuals $r^{j}, j=0, \ldots, n-1$ such that

$$
\left\|r^{j}\right\|=f(j), \quad j=0, \ldots, n-1
$$

2- The matrix $A$ is of the form $A=W Y C Y^{-1} W^{*}$ and $b=W h$, where $W$ is a unitary matrix, $Y$ is given by

$$
Y=\left(\begin{array}{cc}
h & R \\
& 0
\end{array}\right)
$$

$R$ being any nonsingular upper triangular matrix of order $n-1, h$ a vector such that

$$
h=\left(\eta_{1}, \ldots, \eta_{n}\right)^{T}, \quad \eta_{j}=\left(f(j-1)^{2}-f(j)^{2}\right)^{1 / 2}
$$

and $C$ is the companion matrix corresponding to the polynomial $q$,

$$
q(z)=\left(z-\lambda_{1}\right) \cdots\left(z-\lambda_{n}\right)=z^{n}+\sum_{j=0}^{n-1} \alpha_{j} z^{j}
$$

We will call the parametrization, $A=W Y C Y^{-1} W^{*}$, the APS parametrization. Here we are only interested in real matrices $A$ and right-hand sides $b$, so we can replace the $*$ above, that means conjugate transpose, by the transpose. In the parametrization, the prescribed residual norm convergence curve is implicitly contained in the vector $h$ which is the first column of $Y$. The squares of its elements are the differences of the squares of the residual norms at successive iterations. Whatever the values of $W$ orthogonal, $R$ upper triangular and $C$ a companion matrix are, we will obtain with all these matrices $A$ the same convergence curve for GMRES as long as the right-hand side is $b=W h$.

When we have partial stagnation some of the residual norms are the same. Hence we have $\eta_{j}=0, j=m+1, \ldots, m+p-1$. The vector $h$ has therefore $p-1$ consecutive
zero components. In case of complete stagnation all the residual norms are the same except for the last one. In this case we have $\eta_{j}=0, j=1, \ldots, n-1$. The vector $h$ has only the last component which is nonzero. Moreover, since $h=W^{*} b$ and $W$ is orthogonal, we have that $\|h\|=\|b\|=1$ from our assumption on the norm of $b$ and therefore $h=e^{n}$.
3. Some properties of the GMRES algorithm. In this section we prove some general properties for the matrices that are involved in the GMRES algorithm using the APS parametrization. The following results do not assume stagnation. Let $K$ be the Krylov matrix, $K=\left(\begin{array}{lllll}b & A b & A^{2} b & \cdots & A^{n-1} b\end{array}\right)$, whose columns are the natural basis vectors of the Krylov space $\mathcal{K}_{n}$. We use the notation of Theorem 2.1. The first interesting property is that $K=W Y$; this was proven in [2]. Let $V$ be the orthogonal matrix whose columns are the mutually orthogonal Arnoldi basis vectors. Then let $K=V U$ be the QR factorization of $K$ where the matrix $U$ is upper triangular. Eventually modifying the signs of the Arnoldi vectors one can obtain a matrix $U$ with positive diagonal elements. The Arnoldi process gradually computes an upper Hessenberg matrix $H$. At the end of the iterations we have $A V=V H$.

Theorem 3.1. The matrix $U^{T}$ is the Cholesky factor of the matrix $Y^{T} Y$. The Hessenberg matrix $H$ of the Arnoldi process is given by

$$
H=U C U^{-1}
$$

A $Q R$ factorization of $H$ is $H=Q \mathcal{R}$ where $Q=V^{T} W$ is upper Hessenberg orthogonal and $\mathcal{R}$ is upper triangular. Moreover, we have

$$
Q=U Y^{-1}=U^{-T} Y^{T}, \quad \mathcal{R}=Y C U^{-1}
$$

The matrices $Q$ and $\mathcal{R}$ are also related to the APS parametrization by $\mathcal{R} Q=Y C Y^{-1}$.
Proof. We have

$$
K^{T} K=Y^{T} W^{T} W Y=Y^{T} Y=U^{T} V^{T} V U=U^{T} U
$$

The matrix $U$ being upper triangular with positive diagonal elements, $U^{T}$ is the Cholesky factor of $Y^{T} Y$. Since $K=W Y=V U$ we have $Y=W^{T} V U$ and

$$
H=V^{T} A V=V^{T} W Y C Y^{-1} W^{T} V=\left(W^{T} V\right)^{T} W^{T} V U C U^{-1}\left(W^{T} V\right)^{T} W^{T} V=U C U^{-1}
$$

The columns of the matrix $W$ in the APS parametrization give a basis of the Krylov space $A \mathcal{K}_{n}(A, b)$ and we have $A K=W \tilde{R}$ where the matrix $\tilde{R}$ is upper triangular. We have also that $K=V U$. Hence

$$
A K=A V U=V H U=W \tilde{R}
$$

But, since $K=W Y$, we have $A K=A W Y=\left(W Y C Y^{-1} W^{T}\right) W Y=W Y C$. Therefore, $\tilde{R}=Y C$. The previous equality gives

$$
H=V^{T} W \tilde{R} U^{-1}=Q \mathcal{R}
$$

where $Q=V^{T} W$ is orthogonal and $\mathcal{R}=Y C U^{-1}$ is upper triangular. This is a QR factorization of $H$. It gives the relation between both basis since $W=V Q$. Using the other relation linking $V$ and $W$ (that is, $W Y=V U$ ) we obtain

$$
Q=U Y^{-1}=U^{-T} Y^{T}
$$

This relation implies that $Y=Q^{T} U$, which is a QR factorization of $Y$. The orthogonal factor $Q^{T}$ is just the transpose of that of $H$.

Since $H=Q \mathcal{R}=V^{T} A V$, we have a factorization of the matrix $A$ as

$$
A=V Q \mathcal{R} V^{T}=V Q(\mathcal{R} Q) Q^{T} V^{T}=W \mathcal{H} W^{T}
$$

The matrix

$$
\mathcal{H}=\mathcal{R} Q=Y C Y^{-1}
$$

is also upper Hessenberg. This is an RQ factorization of $\mathcal{H}$. Since

$$
H=U C U^{-1}=Q Y C Y^{-1} Q^{T}
$$

we obtain the relation between $H$ and $\mathcal{H}, H=Q \mathcal{H} Q^{T}$. The matrix $Q$ transforms the upper Hessenberg matrix $\mathcal{H}$ to the upper Hessenberg matrix $H$.
4. What is the matrix $Q$ ?. In this section we characterize the orthogonal matrix $Q$ that was introduced in Theorem 3.1 as a factor of the decomposition $H=$ $Q \mathcal{R}$. The matrix $Q$ is given by $Q=U Y^{-1}$. Therefore we first compute $U$ and the inverse of $Y$.

Lemma 4.1. Using the notation of Theorem 2.1, let $\hat{h}$ be the vector of the first $n-1$ components of $h$. For the inverse of the matrix $Y$, we have

$$
Y^{-1}=\left(\begin{array}{cccc}
0 & \cdots & 0 & 1 / \eta_{n}  \tag{4.1}\\
& R^{-1} & & -R^{-1} \hat{h} / \eta_{n}
\end{array}\right)
$$

Let $\hat{L}$ be the Cholesky factor of $R^{T} R-R^{T} \hat{h} \hat{h}^{T} R$. Then

$$
U=\left(\begin{array}{cc}
1 & \hat{h}^{T} R  \tag{4.2}\\
0 & \\
\vdots & \hat{L}^{T} \\
0 &
\end{array}\right)
$$

Proof. One can easily check that the matrix in (4.1) is the inverse of the matrix $Y$. The matrix $U^{T}$ is the Cholesky factor of the symmetric positive definite matrix $Y^{T} Y$. From the definition of $Y$ and $\|h\|=1$, we have

$$
Y^{T} Y=\left(\begin{array}{cc}
1 & \hat{h}^{T} R \\
R^{T} \hat{h} & R^{T} R
\end{array}\right)
$$

It is easy to see that the Cholesky factor $L$ of the matrix $Y^{T} Y$ is

$$
L=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
R^{T} \hat{h} & & \hat{L} &
\end{array}\right)
$$

where $\hat{L} \hat{L}^{T}=R^{T} R-R^{T} \hat{h} \hat{h}^{T} R$ is the Cholesky factorization of the positive definite matrix in the right-hand side. Since $U=L^{T}$ this proves the result for the matrix $U$.

Since we know the matrices $U$ and $Y^{-1}$ from Lemma 4.1, we can immediately write down $Q$ as

$$
Q=\left(\begin{array}{cc}
\hat{h}^{T} & \frac{1}{\eta_{n}}-\frac{\|\hat{h}\|^{2}}{\eta_{n}}  \tag{4.3}\\
\hat{L}^{T} R^{-1} & -\frac{\hat{L}^{T} R^{-1} \hat{h}}{\eta_{n}}
\end{array}\right) .
$$

However this expression can be considerably simplified as we see in the following theorem.

THEOREM 4.2. Let $\check{L}$ be the lower triangular Cholesky factor of the matrix $I-\hat{h} \hat{h}^{T}$ and $\mathcal{S}$ be a diagonal matrix whose diagonal entries are $\pm 1$ according to the signs of the diagonal entries of $R$. Then

$$
Q=\left(\begin{array}{cc}
\hat{h}^{T} & \eta_{n}  \tag{4.4}\\
\mathcal{S} \check{L}^{T} & -\frac{\mathcal{S} \check{L}^{T} \hat{h}}{\eta_{n}}
\end{array}\right)
$$

Moreover, the entries of $\check{L}^{T}$ for $j \geq i$ are

$$
(4.5)\left(\check{L}^{T}\right)_{i, j}=-\frac{\eta_{i} \eta_{j}}{\sqrt{\eta_{i+1}^{2}+\cdots+\eta_{n}^{2}} \sqrt{\eta_{i}^{2}+\cdots+\eta_{n}^{2}}}, \quad\left(\check{L}^{T}\right)_{i, i}=\frac{\sqrt{\eta_{i+1}^{2}+\cdots+\eta_{n}^{2}}}{\sqrt{\eta_{i}^{2}+\cdots+\eta_{n}^{2}}}
$$

Proof. We first remark that since $\|h\|^{2}=\|\hat{h}\|^{2}+\eta_{n}^{2}=1$,

$$
\frac{1}{\eta_{n}}-\frac{\|\hat{h}\|^{2}}{\eta_{n}}=\eta_{n}
$$

From Lemma 4.1 we have $\hat{L} \hat{L}^{T}=R^{T} R-R^{T} \hat{h} \hat{h}^{T} R$. This implies

$$
\hat{L}^{T} R^{-1}=\hat{L}^{-1} R^{T}\left(I-\hat{h} \hat{h}^{T}\right)
$$

Hence, we have

$$
\left(R^{-T} \hat{L}\right)\left(\hat{L}^{T} R^{-1}\right)=I-\hat{h} \hat{h}^{T}=\check{L} \check{L}^{T}
$$

However we cannot identify $\hat{L}^{T} R^{-1}$, which appears in $Q$, with $\check{L}^{T}$ since this last matrix is the Cholesky factor of $I-\hat{h} \hat{h}^{T}$ and has positive diagonal entries whence the entries of the upper triangular matrix $\hat{L}^{T} R^{-1}$ may be negative. The matrices $\hat{L}^{T}$ and $R^{-1}$ being both upper triangular, we have

$$
\left(\hat{L}^{T} R^{-1}\right)_{i, i}=\frac{\left(\hat{L}^{T}\right)_{i, i}}{(R)_{i, i}}
$$

Since $\left(\hat{L}^{T}\right)_{i, i}>0$, the diagonal entries $\left(\hat{L}^{T} R^{-1}\right)_{i, i}$ have the sign of $(R)_{i, i}$. Let $\mathcal{S}$ be a diagonal matrix whose diagonal entry $(\mathcal{S})_{i, i}$ is plus or minus one according to the sign of $(R)_{i, i}$. Then we have $\hat{L}^{T} R^{-1}=\mathcal{S} \check{L}^{T}$. This together with (4.3) proves the result.

Moreover, since $\check{L}$ is the lower triangular Cholesky factor of a rank-one modification of the identity matrix, its entries can be computed. This can be done using the results of [5], where the authors considered a factorization $\mathcal{L D} \mathcal{L}^{T}$ with $\mathcal{L}$ lower triangular and $\mathcal{D}$ diagonal. The matrix $\mathcal{L}$ has a very special structure with ones on the diagonal and

$$
(\mathcal{L})_{i, j}=\eta_{i} \gamma_{j}, i=2, \ldots, n, j=1, \ldots, n-1
$$

The values $\gamma_{j}$ and the diagonal elements $d_{j}$ of the diagonal matrix $\mathcal{D}$ are computed by recurrences

$$
\delta_{1}=-1=-\frac{1}{\left\|r^{0}\right\|^{2}}
$$

and for $j=1, \ldots, n$,

$$
d_{j}=1+\delta_{j}\left(\eta_{j}\right)^{2}, \quad \gamma_{j}=\delta_{j} \frac{\eta_{j}}{d_{j}}, \quad \delta_{j+1}=\frac{\delta_{j}}{d_{j}}
$$

It is easy to see that

$$
d_{j}=\frac{\eta_{j+1}^{2}+\cdots+\eta_{n}^{2}}{\eta_{j}^{2}+\cdots+\eta_{n}^{2}}=\frac{\left\|r^{j}\right\|^{2}}{\left\|r^{j-1}\right\|^{2}}, \quad \delta_{j}=-\frac{1}{\eta_{j}^{2}+\cdots+\eta_{n}^{2}}=-\frac{1}{\left\|r^{j-1}\right\|^{2}},
$$

and

$$
\gamma_{j}=-\frac{\eta_{j}}{\eta_{j+1}^{2}+\cdots+\eta_{n}^{2}}=-\frac{\eta_{j}}{\left\|r^{j}\right\|^{2}}
$$

We have to take the square roots of the elements $d_{j}$ to obtain the Cholesky factor $\check{L}=\mathcal{L} \sqrt{\mathcal{D}}$. The multiplying factor for the column $j$ below the diagonal element is

$$
\gamma_{j} \sqrt{d_{j}}=-\frac{\eta_{j}}{\sqrt{\eta_{j+1}^{2}+\cdots+\eta_{n}^{2}} \sqrt{\eta_{j}^{2}+\cdots+\eta_{n}^{2}}}=-\frac{\eta_{j}}{\left\|r^{j}\right\|\left\|r^{j-1}\right\|}
$$

and therefore $(\check{L})_{i, j}=\eta_{i} \gamma_{j} \sqrt{d_{j}}$. The diagonal element of the column $j$ is

$$
(\check{L})_{j, j}=\sqrt{d_{j}}=\frac{\sqrt{\eta_{j+1}^{2}+\cdots+\eta_{n}^{2}}}{\sqrt{\eta_{j}^{2}+\cdots+\eta_{n}^{2}}}=\frac{\left\|r^{j}\right\|}{\left\|r^{j-1}\right\|}
$$

From Theorem 4.2 we see that the first row of the upper Hessenberg orthogonal matrix $Q$ is $h^{T}$. Therefore the GMRES residual norm convergence (described by $h$ ) can be read from the first row of $Q$, the orthogonal factor of a QR factorization of $H$. Note that, in this factorization, the signs are such that the entries of the first row of $Q$ are positive.

The matrix $\check{L}$ depends only on the components $\eta_{j}$ of $h$. So, up to the signs (which depend on the signs of the diagonal entries of $R$ ), it is the same for $Q$. We remark that, for $i<j<n$, the entries $Q_{i, j}$ are proportional to $\eta_{i+1} \eta_{j}$. The results of Theorem 4.2 give a complete description of the matrix $Q$ in terms of the components $\eta_{j}$.

In practical implementations of GMRES, the upper Hessenberg matrix $H$ is reduced to upper triangular form by Givens rotations. An expression of the matrix $Q$ using the sines and cosines of the rotations was given by P.N. Brown, see [3] and [4].

Note that one can also consider the matrix $\mathcal{R}=Y C U^{-1}$. Unfortunately, the expression of $\mathcal{R}$ is not as nice as the one for $Q$ and since it is not relevant for the study of stagnation, we do not consider it furthermore.
5. Complete stagnation. Let us see what we obtain from the relations of the previous section when we have complete stagnation that is, $h$ the first column of $Y$ is $e^{n}$. This implies that the vector $\hat{h}$ of the first $n-1$ components is identically zero and $\check{L}=I$.

Theorem 5.1. In case of complete stagnation, the orthogonal matrix $Q$ in $H=$ $Q \mathcal{R}$ is

$$
Q=\left(\begin{array}{ll}
0 & 1  \tag{5.1}\\
\mathcal{S} & 0
\end{array}\right)
$$

where $\mathcal{S}$ is a diagonal matrix with $\pm 1$ as diagonal entries according to the signs of the diagonal entries of $R$.

Note that Theorem 5.1 implies that $H=Q \mathcal{R}$ is an upper Hessenberg matrix with a first row proportional to $\left(e^{n}\right)^{T}$; that is, all the elements of the first row are zero, except the last one which is equal to $-\alpha_{0}\left(\hat{L}^{-T} e^{n-1}\right)_{n-1}$.

Note also that since $h=e^{n}$, we have

$$
b^{T} K=b^{T} W Y=\left(e^{n}\right)^{T} Y=\left(e^{1}\right)^{T}
$$

Therefore, as it is well-known (see [13]), we have $b^{T} A^{j} b=0, j=2, \ldots, n-1$. This is a necessary and sufficient condition to have complete stagnation. However, with Theorem 5.1, we are now able to characterize in a different way the matrices and right-hand sides for which we have complete stagnation.

THEOREM 5.2. We have complete stagnation in GMRES if and only if the nonderogatory real matrix $A$ can be written as $A=W \mathcal{U} P W^{T}$, where $W$ is orthogonal, $\mathcal{U}$ is upper triangular and nonsingular and

$$
P=\left(\begin{array}{ll}
0 & 1  \tag{5.2}\\
I & 0
\end{array}\right)
$$

is a permutation matrix. The right-hand side giving stagnation is $b=W e^{n}$.
Proof. Assume that we have complete stagnation. From Theorems 2.1 and 3.1

$$
\begin{aligned}
A & =W Y C Y^{-1} W^{T} \\
& =W Y U^{-1} U C U^{-1} U Y^{-1} W^{T} \\
& =W Y U^{-1} H U Y^{-1} W^{T} \\
& =W Q^{T} H Q W^{T} \\
& =W \mathcal{R} Q W^{T}
\end{aligned}
$$

The matrix $Q$ has the structure given in (5.1). Such a matrix can be written as $Q=\check{\mathcal{S}} P$ with $P$ defined in (5.2) and $\check{\mathcal{S}}$ is a diagonal matrix with $(\check{\mathcal{S}})_{1,1}=1$ and $(\check{\mathcal{S}})_{j, j}=(\mathcal{S})_{j-1, j-1}, j=2, \ldots, n$. The sign matrix $\check{\mathcal{S}}$ can be absorbed in the upper triangular matrix by defining $\mathcal{U}=\mathcal{R} \check{\mathcal{S}}$. Moreover $b=W h=W e^{n}$ in the APS parametrization.

Conversely, let us assume that $A=W \mathcal{U} P W^{T}$ and $b=W e^{n}$. From [7], section 2 page 466, we just need to show that the columns of $W$ are a basis of $A \mathcal{K}_{n}$. We proceed by induction. Since $W^{T} b=e^{n}$ and $P e^{n}=e^{1}$ we have

$$
A b=W \mathcal{U} P W^{T} b=W \mathcal{U} e^{1}
$$

But $\mathcal{U} e^{1}$ is a vector proportional to $e^{1}$. Hence $A b$ is proportional to $w^{1}$, the first column of $W$. More generally, assume that $A^{j-1} b=W q$ where $q$ is a vector with only the first $j-1$ components non zero. Then,

$$
A^{j} b=A\left(A^{j-1} b\right)=W \mathcal{U} P q
$$

The $j$ first components of the vector $P q$ are $0, q_{1} \ldots, q_{j-1}$. Multiplying the vector $P q$ by the nonsingular upper triangular matrix $\mathcal{U}$, we obtain a vector with the first $j$ components non zero showing that $A^{j} b$ is in the span of the $j$ first columns of $W$.

The result of Theorem 5.2 could have been obtained from Theorem 2.2 in [2] page 639. In case of complete stagnation the matrix denoted $\hat{H}$ in [2] is the same as $P$. We note that $\mathcal{U} P$ is an upper Hessenberg matrix whose last column is proportional to $e^{1}$.

If we have complete stagnation for $A$ and $b$, then we have also complete stagnation for $A^{T}$ and $b$. This was shown in [13] and follows from

$$
b^{T} A^{j} b=b^{T}\left(A^{j}\right)^{T} b=b^{T}\left(A^{T}\right)^{j} b=0, j=1, \ldots, n-1 .
$$

The transpose of $A$ is written as $W P^{T} \mathcal{U}^{T} W^{T}$. The matrix $P^{T}$ is such that $P^{T} e^{1}=e^{n}$ and $\mathcal{U}^{T}$ is lower triangular. The matrix $P^{T} \mathcal{U}^{T}$ is lower Hessenberg with a last row proportional to $\left(e^{1}\right)^{T}$.

Another characterization of the matrices leading to complete stagnation is obtained by using the matrices in the Arnoldi process. We have $A V=V H$ and thus

$$
A=V H V^{T}
$$

We have seen that the upper Hessenberg matrix $H$ is $H=Q \mathcal{R}$ with $Q$ defined in (5.1). Hence the matrix $A$ can also be written as

$$
A=V Q \mathcal{R} V^{T}
$$

and $b=v^{1}=V e^{1}$. Notice that $W$ and $V$ are linked by $W=V Q$. Thus $b=W e^{n}=$ $V e^{1}$. The matrix $Q$ can be written as $Q=P \breve{S}$ where $P$ is defined in (5.2) and $\breve{\mathcal{S}}$ is a diagonal matrix with $(\breve{\mathcal{S}})_{j, j}=(\mathcal{S})_{j, j}, j=1, \ldots, n-1$ and $(\check{\mathcal{S}})_{n, n}=1$. The sign matrix $\breve{\mathcal{S}}$ can be absorbed in the upper triangular matrix by defining $\mathcal{U}=\breve{\mathcal{S}} \mathcal{R}$. It gives $A=V P \mathcal{U} V^{T}$.

As before we have also stagnation for matrices

$$
A^{T}=V \mathcal{U}^{T} P^{T} V^{T}
$$

The previous discussion is summarized in the following theorem.
THEOREM 5.3. We have complete stagnation in GMRES if and only the nonderogatory real matrix $A$ and the real right-hand side $b$ can be written as in one of the four cases:

$$
\begin{aligned}
& A=W \mathcal{U} P W^{T}, \quad b=W e^{n} \\
& A=V P \mathcal{U} V^{T}, \quad b=V e^{1} \\
& A=W P^{T} \mathcal{L} W^{T}, \quad b=W e^{n} \\
& A=V \mathcal{L} P^{T} V^{T}, \quad b=V e^{1}
\end{aligned}
$$

where $W$ and $V$ are orthogonal matrices, $\mathcal{U}$ is an upper triangular matrix, $\mathcal{L}$ is a lower triangular matrix and $P$ is the permutation matrix defined in (5.2).

This theorem essentially says that we have complete stagnation if and only if the matrix $A$ is orthogonally similar to an upper Hessenberg matrix with either the first row proportional to $\left(e^{n}\right)^{T}$ or the last column proportional to $e^{1}$ or to a lower Hessenberg matrix with the last row proportional to $\left(e^{1}\right)^{T}$ or the first column proportional to $e^{n}$ and the right-hand sides are chosen properly.
6. Partial stagnation. Assume that we have partial stagnation as defined in section 1. Then, we can characterize the orthogonal matrix $Q$ in the QR factorization of $H$.

THEOREM 6.1. In case of partial stagnation of GMRES the columns $j=m+$ $1, \ldots, m+p-1$, of $Q$ are zero except for the subdiagonal entries $(j+1, j)$ which are $\pm 1$. The rows $i=m+2, \ldots, m+p$, are zero for columns $i$ to $n$.

Proof. We apply Theorem 4.2. We have seen that $Q_{i, j}$ is proportional to $\eta_{i+1} \eta_{j}$ for $1<i \leq j<n$. Therefore, the columns $m+1$ to $m+p-1$ are zero except for the subdiagonal entries which are $\pm 1$ depending on the sign of the corresponding diagonal entry of $R$. The rows $i$ from $m+2$ to $m+p$ are zero for columns $i$ to $n-1$. The entries in the last column for these rows are zero because of the structure of $\check{L}^{T}$ and $\hat{h} . \square$

Then we can characterize the matrices and right-hand sides leading to partial stagnation.

THEOREM 6.2. We have partial stagnation in GMRES for iteration $m \geq 0$ to iteration $m+p-1$ if and only the non-derogatory real matrix $A$ and the real right-hand side $b$ can be written as

$$
A=W \mathcal{R} Q W^{T}, \quad b=W Q^{T} e^{1}
$$

where $W$ is orthogonal, $\mathcal{R}$ is upper triangular, $Q$ is orthogonal with the sparsity structure defined in Theorem 6.1. We have also the same partial stagnation if and only if $A=V Q \mathcal{R} V^{T}$ and $b=V e^{1}$ with $V$ orthogonal and $Q$ and $\mathcal{R}$ as before.

Proof. Assume that we have partial stagnation as defined above. From theorems 2.1 and 3.1,

$$
A=W Y C Y^{-1} W^{T}=W \mathcal{R} Q W^{T}
$$

We have seen from Theorems 4.2 and 6.1 that $Q$ has the required structure and values. Moreover $b=W h=W Q^{T} e^{1}$ in the APS parametrization. The proof of the converse is essentially the same as in Theorem 5.2. The proof of the other assertion follows from the relation between $W$ and $V$ in the APS parametrization.

Of course, one can easily extend this theorem to the case where we have several sequences of stagnation separated with phases of strict decrease of the residual norm. We also remark that partial stagnation does not lead to orthogonality of $b$ with respect to columns of $K$ (that is, $b^{T} A^{j} b=0$ ) like in the case of complete stagnation.

An interesting question is to know what happens if we have near stagnation; that is, successive norms of the residual are not exactly the same but almost the same. Since we still have $Q^{T} e^{1}=h$, the corresponding entries in the first row of $Q$ are small being the components of $h$. For the other rows in these columns of $Q$, the answer to the question is given in the discussion in Theorem 4.2. Let us look at column $j$ and assume that $\eta_{j}$ is small compared to 1 . The entry in row $i+1$ of column $j$ is

$$
\pm \frac{\eta_{j} \eta_{i}}{\sqrt{\eta_{i+1}^{2}+\cdots+\eta_{n}^{2}} \sqrt{\eta_{i}^{2}+\cdots+\eta_{n}^{2}}}
$$

for $i<j$. The absolute value of this entry depends on the convergence history of the residual norms before iteration $j$. The subdiagonal entry is

$$
\pm \frac{\sqrt{\eta_{j+1}^{2}+\cdots+\eta_{n}^{2}}}{\sqrt{\eta_{j}^{2}+\cdots+\eta_{n}^{2}}}
$$

Its absolute value is almost one if $\eta_{j+1}$ is small.
7. Conclusions. In this paper we have given necessary and sufficient conditions for the complete and partial stagnation of GMRES. Unfortunately, given a matrix
$A$, these conditions are not easy to check in practice. However, it is hoped that our results could lead to a better understanding of GMRES behavior, particularly near-stagnation. Theorems 5.2 and 6.2 can also be used to generate examples with complete or partial stagnation.
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